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This paper considers single machine scheduling with an aging effect in which the process-
ing time of a job depends on its position in a sequence. It is assumed that aging ratios are
job-dependent and machine can be maintained some times in a schedule. After a mainte-
nance activity, machine will be restored to its initial condition. The processing of jobs and
the maintenance activities of machine are scheduled simultaneously. The objective is to
schedule the jobs and the maintenance activities, so as to minimize the makespan. We pro-
vide a polynomial time algorithm to solve the problem.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

In the classical scheduling problems it is assumed that the processing times of jobs are constant. However, there are many
situations where the processing times of the job may be dependent on their positions in the sequence [1]. This phenomenon
is called learning effect or aging effect. In a learning environment, the later a given job is scheduled in the sequence, the short-
er its processing time; while in an aging environment, the later a given job is scheduled in the sequence, the longer its pro-
cessing time.

The learning effect on scheduling problem was first introduced by Biskup [2]. Since then, scheduling problem with learn-
ing effect have received increasing attention [3–6]. An updated survey of the results on scheduling problems with learning
effect was provided by Biskup [7]. Mosheiov [4] first studied scheduling problem with an aging effect. Gordon et al. [8] con-
sidered various single machine scheduling problems in which the processing time of a job depends either on its position in a
processing sequence or on its start time. They identified several situations in which an objective function for a scheduling
problem under a certain job processing time deterioration or learning scenario is priority-generating. Gordon and Strusevich
[9] given polynomial time dynamic programming algorithms for solving single machine scheduling and due date assignment
problems, provided that the processing times of the jobs are positionally dependent. Mosheiov [6] considered single machine
total completion time minimization problem. He proved that the optimal schedule is V-shaped with respect to job processing
times. Zhao and Tang [10] studied some single machine scheduling problems with an aging effect. They showed that the
scheduling problems with an aging effect have some interesting features and solved two resource constrained problems.

On the other hand, in most of manufacturing situations, machines may need to be maintained periodically. Therefore, a
more realistic scheduling model should take into account associated machine maintenance. There are several papers which
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consider scheduling problem with maintenance activities. Graves and Lee [11] discussed problems where the machine main-
tenance activity can happen at most one or two times during the planning horizon. Lee and Chen [12] considered parallel
machine scheduling where each machine must be maintained once during the planning horizon. Qi et al. [13] investigated
single machine scheduling with multiple maintenance activities which are to be scheduled jointly with jobs. Lee and Leon
[14] and Zhao et al. [15] studied scheduling with a rate-modifying activity, it can be considered as a special type of sched-
uling with maintenance activity.

The concept of aging effect and maintenance activity has been extensively studied independently in the literature. How-
ever, to the best of our knowledge, apart from the recent paper of Kuo and Yang [16], there are no research results on sched-
uling models considering the aging effects and maintenance activity at the same time, although the phenomena can be found
in real-life situation [16]. Kuo and Yang studied a single machine scheduling problem with the cyclic process of an aging
effect. For two different aging effect models, they provided the polynomial time algorithm to solve the single machine make-
span minimization problem.

In this paper, we extend the model of Kuo and Yang [16] to the case of job-dependent aging effect. We consider single
machine makespan minimization problem. By converting the problem to an weighted-bipartite matching problem, we show
that the problem remains polynomially solvable.
2. Problem statement

The problem under consideration can be described as follows.
There are n jobs J1; J2; . . . ; Jn to be processed on a single machine. All jobs are non-preemptive and available for processing

at time zero. Let pj denote the normal processing time of job Jj. Assume machine can be maintained some times in a schedule
and the maintaining time is t. During the maintenance activity the machine is turned off and production is stopped. After a
maintenance, machine will be restored to its initial condition. Therefore, a schedule p contains a sequence of jobs and the
maintenance activities inserted in job sequence. In a schedule, jobs processed continuously form a group, denoted as G. Thus
a schedule p can be denoted as p ¼ ½G1;M;G2;M; . . . ;M;Gkþ1�, where M is the maintenance activity and k is the number of
maintenance activities (k is a decision variable in our problem). The actual processing time of Jj when scheduled in position
r in a group is given by:
pr
j ¼ pjr

aj ; ð1Þ
where aj P 0 is the aging ratio of job Jj.
The objective is to minimize the makespan. That is, we have to determine the frequency ðkÞ of the maintenance activity

ðMÞ and the sequence of all jobs to minimize the makespan. Following the notation used by Kuo and Yang [16], we denote
the problem by 1jpr

j ¼ pjr
aj ;M ¼ kjCmax.

For a given schedule p, if k ¼ k0, jobs are divided into k0 þ 1 groups G1;G2; . . . ;Gk0 ;Gk0þ1. Suppose that
p ¼ ½G1;M;G2;M; . . . ;M;Gk0þ1�, and Gi ¼ ½Ji1; Ji2; . . . ; Ji;ni�1; Ji;ni

� ði ¼ 1; . . . ; k0 þ 1Þ. Let job Jirðr ¼ 1; . . . ;niÞ be the rth job in the
group Gi, the normal processing time and aging ratio of Jir is pir and air , respectively. We denote the completion time of
job Jirði ¼ 1; . . . ; k0 þ 1; r ¼ 1; . . . ;ni; Þ by Cir . Then
C11 ¼ p11;

C12 ¼
X2

r¼1

p1rr
a1r ;

. . . ; . . . ;

C1j ¼
Xj

r¼1

p1rr
a1r ;

. . . ; . . . ;

C1 n1 ¼
Xn1

r¼1

p1rr
a1r ;

. . . ; . . . ;

C2j ¼
Xn1

r¼1

p1rr
a1r þ t þ

Xj

r¼1

p2rr
a2r ; ðj ¼ 1; . . . ;n2Þ;

. . . ; . . . ;

Cij ¼
Xi�1

l¼1

Xnl

r¼1

plrr
alr þ ði� 1Þt þ

Xj

r¼1

pirr
air ; ðj ¼ 1; . . . ; niÞ;

. . . ; . . . ;
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Ck0þ1;j ¼
Xk0

l¼1

Xnl

r¼1

plrr
alr þ k0t þ

Xj

r¼1

pk0þ1;rr
ak0þ1;r ; ðj ¼ 1; . . . ; nk0þ1Þ;

. . . ; . . . ;

Ck0þ1;nk0þ1
¼
Xk0þ1

l¼1

Xnl

r¼1

plrr
alr þ k0t:
3. Main results

The makespan of the 1jjCmax problem is sequence-independent. This property does not hold for the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax

problem.
If there is no maintenance activity (i.e., k ¼ 0), similar to the single machine makespan minimization problem with gen-

eral learning effect [5], the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax problem can be formulated as an assignment problem.

Lemma 1. If there is no maintenance activity, the 1jpr
j ¼ pjr

aj ;M ¼ 0jCmax problem can be solved in Oðn3Þ time.

For the special case aj ¼ a, Kou and Yang [16] presented a group balance principle. In the following, we will show that the
solution of group balance principle remains valid for the 1jpr

j ¼ pjr
aj ;M ¼ kjCmax problem.

For a given schedule, if the machine is maintained k times, then the jobs are divided into ðkþ 1Þ groups. The group bal-
ance principle is to make the number of jobs to be as equal as possible in each group.
Group balance principle: Suppose that the machine is maintained k times in a schedule, the jobs are divided into ðkþ 1Þ
groups: G1; . . . ;Gkþ1, Gi has ni jobs ði ¼ 1; . . . ; kþ 1Þ, then bn=ðkþ 1Þc 6 ni 6 bn=ðkþ 1Þc þ 1.

Lemma 2. For the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax problem, if k fixed, then there exists an optimal solution such that the numbers of jobs
in groups satisfy Group balance principle.

Proof. Consider an optimal schedule p, assume that the machine is maintained k times, then there are ðkþ 1Þ groups of
jobs in p. Let G1;G2; . . . ;Gk;Gkþ1 denote the groups of jobs. Suppose that the numbers of jobs in groups does not satisfy
Group balance principle, then there must be at least two groups, say Gi and Gj, where Gi has ni jobs and Gj has nj jobs,
such that ni > nj and ni � nj > 1. Let p ¼ ½p1;Gi;p2;Gj;p3�. p1, p2 and p3 are partial schedules of p. Assume
Gi ¼ ½Ji1; Ji2; . . . ; Ji;ni�1; Ji;ni

� and Gj ¼ ½Jj1; Jj2; . . . ; Jj;nj
�. For convenience, let job Ji;ni

be job Jj. By moving job Ji;ni
ðJjÞ from group

Gi to group Gj last position, we get a new schedule ~p ¼ ½p1; ~Gi;p2; ~Gj;p3�, where ~Gi ¼ ½Ji1; Ji2; . . . ; Ji;ni�1� and
~Gj ¼ ½Jj1; Jj2; . . . ; Jj;nj

; Ji;njþ1ðJjÞ�.

The actual processing time of job Jj is pjn
aj

i in p, while it is pjðnj þ 1Þaj in ~p. Since ni � nj > 1 and ai P 0, then
pjn

aj

i > pjðnj þ 1Þaj .
Hence, the makespan of ~p is strictly smaller than that of p. This contradicts the optimality of p and proves the lemma.
Let p ¼ ½G1;M;G2;M; . . . ;M;Gkþ1�, the jobs sequence in group Gi is Gi ¼ ½Ji1; Ji2; . . . ; Ji;ni�1; Ji;ni

�, then the makespan of p is:
Cmax ¼
Xn1

j¼1

p1jj
a1j þ

Xn2

j¼1

p2jj
a2j þ . . .þ

Xnkþ1

j¼1

pkþ1;jj
akþ1;j þ kt ¼

Xkþ1

i¼1

Xni

j¼1

pijj
aij þ kt:
We need to determine the jobs sequence and the value of k to minimize Cmax. In order to solve the case with
k ¼ 1; . . . ;n� 1, we define
AðkÞ ¼
Xkþ1

i¼1

Xni

j¼1

pijj
aij :
Since Cmax ¼ AðkÞ þ kt, for a given k, minimize Cmax is equivalent to minimizing AðkÞ.
From Lemma 2, when the machine is maintained k times, the positions of jobs can be divided into bn=ðkþ 1Þc þ 1 kinds:

let n ¼ ðkþ 1Þmþ l (where l < kþ 1Þ, then there are ðkþ 1Þ positions 1, ðkþ 1Þ positions 2, . . ., ðkþ 1Þ positions m and l posi-
tions mþ 1. The jobs are divided into ðkþ 1Þ groups: G1; . . . ;Gkþ1, Gi has ni jobs ði ¼ 1; . . . ; kþ 1Þ, where ni ¼ mþ 1 if 1 6 i 6 l
and ni ¼ m if lþ 1 6 i 6 kþ 1. If job Jj ðj ¼ 1; . . . ; nÞ is scheduled in position r ðr ¼ 1; . . . ;niÞ in group Gi ði ¼ 1; . . . ; kþ 1Þ, then
its contribution for makespan is pjr

aj (independent of Gi).
Based on above results, for a given k, the problem can be formulated as a weighted-bipartite matching problem (or assign-

ment problem). We define a bipartite graph GðV ; EÞ, V ¼ V1 [ V2, V1 \ V2 ¼ ; and jV1j ¼ jV2j ¼ n. The vertices in set V1 rep-
resent jobs, and the vertices in set V2 represent positions in the sequence. The vertices in set V2 can be divided into mþ 1
kinds: ðkþ 1Þ vertices represent position rðr ¼ 1; . . . ;mÞ, l vertices represent position mþ 1. The edges in set E connect each
vertex in V1 with all vertices in V2. Associated with edge ðj; rÞ, j 2 V1 and r 2 V2, there is a weight wjr ¼ pjr

aj . The matching
with minimum weight specifies the optimal value of AðkÞ. Equivalent, the problem can also be formulated as following
assignment problem:



840 C.-l. Zhao, H.-y. Tang / Applied Mathematical Modelling 34 (2010) 837–841
min
Xn

j¼1

Xkþ1

i¼1

Xni

r¼1

wjirxjir;

s:t:
Xn

j¼1

xjir ¼ 1; i ¼ 1;2; . . . ; kþ 1; r ¼ 1;2; . . . ; ni;

Xkþ1

i¼1

Xni

r¼1

xjir ¼ 1; j ¼ 1;2; . . . ;n;

xjir ¼ 0 or 1; j ¼ 1;2; . . . ;n; i ¼ 1;2; . . . ; kþ 1; r ¼ 1;2; . . . ; ni;
where wjir ¼ pjr
aj :

From a solution of the assignment problem, we can get an optimal schedule: xjir ¼ 1 means that job Jjðj ¼ 1; . . . ;nÞ is
scheduled in position rðr ¼ 1; . . . ;niÞ in group Giði ¼ 1; . . . ; kþ 1Þ.

We now to give a polynomial time algorithm for the problem 1jpr
j ¼ pjr

aj ;M ¼ kjCmax.

Algorithm 1

Step 1. Let K ¼ f0;1; . . . ;n� 1g.
Step 2. For each k 2K, create a weighted-bipartite matching problem with weight wjr ¼ pjr

aj . Solve the weighted-bipar-
tite matching problem and let the corresponding total cost be AðkÞ. Set CmaxðkÞ ¼ AðkÞ þ kt.

Step 3. The solution is the best one: C�maxð~kÞ ¼minfCmaxðkÞ; ðk ¼ 0;1; . . . ;n� 1Þg.
Theorem 1. Algorithm 1 will find an optimal solution for the problem 1jpr
j ¼ pjr

aj ;M ¼ kjCmax in Oðn4Þ time.

Proof. As discussed above, we can convert the problem 1jpr
j ¼ pjr

aj ;M ¼ kjCmax to a weighted-bipartite matching problem
and find an optimal solution by Algorithm 1. Step 2 can be solved in Oðn3Þ time for each k. Step 1 is executed n times. Step
3 can be solved in OðnlognÞ time. Consequently, the overall time requirement of Algorithm 1 is Oðn4Þ. h
4. Special case

For the case where aj ¼ a for all Jj, Kou and Yang [16] provided an algorithm with time complexity OðnlognÞ to solve the
problem. Now we consider a special case, where jobs satisfy the agreeable condition, i.e., pi < pj implies that ai 6 aj for all Ji

and Jj. Note that the agreeable condition assumption includes the special case where aj ¼ a.

Theorem 2. For the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax problem, if k ¼ 0 and jobs satisfy the agreeable condition, an optimal schedule can be
obtained by sequencing jobs in non-increasing order of their normal processing times pj (LPT rule).

Proof. Consider an optimal schedule p, suppose which is not LPT schedule. In schedule p, there must be at least two adjacent
jobs, say job Ji followed by job Jj, such that pi < pj and ai 6 aj. Assume job Ji is scheduled in the position r and its starting time
is t0. Perform a adjacent pairwise interchange on job Ji and Jj. Call the new schedule ~p, Let Cið ~CiÞ denote the completion time
of job Ji in schedule pð~pÞ. Then
Ci ¼ t0 þ pir
ai ;

Cj ¼ t0 þ pir
ai þ pjðr þ 1Þaj ;

~Cj ¼ t0 þ pjr
aj ;

~Ci ¼ t0 þ pjr
aj þ piðr þ 1Þai :
Hence
~Ci � Cj ¼ pi½ðr þ 1Þai � rai � � pj½ðr þ 1Þaj � raj �:
Let gðxÞ ¼ ðr þ 1Þx � rx. Taking the first derivative of gðxÞ, we get
g0ðxÞ ¼ ðr þ 1Þxlogðr þ 1Þ � rxlogr.

If x > 0, then g0ðxÞ > 0 for r ¼ 1; . . . ;n. Hence gðxÞ is an increasing function of x, and gðaiÞ 6 gðajÞ for ai 6 aj, i.e.,
½ðr þ 1Þai � rai � 6 ½ðr þ 1Þaj � raj �.

Since pi < pj and ½ðr þ 1Þai � rai � 6 ½ðr þ 1Þaj � raj �, then ~Ci � Cj < 0. The completion times of the jobs processed before jobs
Ji and Jj are not affected by the interchange, the completion times of the jobs processed after jobs Ji and Jj are become earlier.
Hence the makespan of ~p is strictly less than that of p. This contradicts the optimality of p and proves the theorem.

Similar to the results of Kou and Yang [9], we have the following statements. h

Corollary 1. For the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax problem, suppose jobs satisfy the agreeable condition, let C�max denote the optimal
solution of the problem 1jpr

j ¼ pjr
aj ;M ¼ kjCmax problem in which k ¼ 0, If C�max �

Pn
j¼1pj 6 t, then there exists an optimal schedule

in which jobs are sequenced in non-increasing order of their normal processing times.
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Theorem 3. For the 1jpr
j ¼ pjr

aj ;M ¼ kjCmaxproblem, if jobs satisfy the agreeable condition, k ¼ k0 and jobs are divided into groups
G1;G2; . . . ;Gk0 ;Gk0þ1 according to the group balance principle, then there exists an optimal schedule in which jobs are sequenced in
non-increasing order of their normal processing times and then arranged one by one to each group in turn. That is, the jobs of the
sequence are assigned to a schedule from the first position of the first group to the first position of the last group, and then from the
second position of the first group to the second position of the last group, . . . , and so on.

Based on Theorems 2 and 3, if jobs satisfy the agreeable condition, an optimal schedule for the 1jpr
j ¼ pjr

aj ;M ¼ kjCmax

problem can be found in OðnlognÞ time.

5. Conclusions

We studied single machine scheduling with job-dependent aging effect. In our model, machine can be maintained some
times in a schedule. After a maintenance activity, machine will be restored to its initial condition. The objective of the prob-
lem is to make a decision on whether or not and when to schedule the maintenance and the sequence of jobs to minimize the
makespan. We show that the problem remains polynomially solvable, although the computational effort required is much
larger than that of job-independent version of the problem. Further research includes the investigation of other objectives or
multi-machine problems with an aging effect.
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